Лекция 3. Оценивание качества: cross-validation, ROC/PR, пороги, калибровка
1) Зачем вообще “правильно” оценивать качество
Одна и та же модель может выглядеть “хорошо” или “плохо” в зависимости от:
· как мы разделили данные (случайность разбиения),
· какая метрика выбрана (accuracy vs F1 и т.д.),
· какие классы редкие (дисбаланс),
· какой порог решения,
· насколько вероятности модели “честные” (калиброванные).
Главная цель оценки качества — понять, как модель будет работать на новых данных, а не “выиграть” на обучении.

2) Разбиение данных и cross-validation
2.1 Train / Validation / Test
· Train: обучение параметров модели.
· Validation: подбор гиперпараметров и порога.
· Test: финальная “честная” проверка (используется один раз).
Ошибка новичков: подбирать порог/параметры по test → качество завышается.
2.2 K-fold cross-validation
Данные делятся на K частей (folds).
K раз: обучаемся на K-1 частях и проверяемся на оставшейся.
Итог: среднее и разброс метрик.
Плюсы: устойчивее к случайности разбиения.
Минус: дороже по времени.
Рекомендуют: K=5 или 10.
2.3 Stratified CV (стратифицированная)
В каждом фолде сохраняются пропорции классов. Обязательно при дисбалансе.
2.4 Nested CV (вложенная)
Нужно, когда есть настройка гиперпараметров:
· Внешний CV оценивает качество.
· Внутренний CV подбирает параметры/порог.
Это “золотой стандарт”, чтобы не получить оптимизм в оценке.

3) Метрики классификации: что выбирать
3.1 Confusion matrix
Для бинарного случая:
· TP: верно “положительный”
· TN: верно “отрицательный”
· FP: ложная тревога
· FN: пропуск
3.2 Базовые метрики
· Accuracy = (TP+TN)/N
Плохо при дисбалансе (можно всегда говорить “норма” и иметь 95%).
· Precision = TP/(TP+FP) — “насколько чистые мои срабатывания”
· Recall (TPR, Sensitivity) = TP/(TP+FN) — “насколько мало пропусков”
· Specificity (TNR) = TN/(TN+FP)
· F1 = 2·Precision·Recall/(Precision+Recall)
Для многоклассовой:
· macro-average: среднее по классам (важно при дисбалансе),
· micro-average: по всем объектам вместе (может “прятать” редкие классы).

4) Пороги (thresholds): почему one-size-fits-all не работает
Многие модели дают score или вероятность .
Решение вида:

где — порог.
· — не всегда оптимально.
· При редком “браке” часто выгодно снизить порог, чтобы уменьшить FN (пропуски).
Как выбирать порог правильно
Порог выбирают на validation (или внутри CV), например:
· максимизировать F1,
· максимизировать Youden’s J = TPR − FPR,
· минимизировать риск с учётом стоимости ошибок:


5) ROC-кривая и AUC
5.1 Определения
ROC строится по всем порогам :
· TPR = Recall = TP/(TP+FN)
· FPR = FP/(FP+TN) = 1 − Specificity
ROC — график TPR vs FPR.
5.2 AUC-ROC
AUC — площадь под ROC.
Интерпретация: вероятность, что случайный положительный объект получит score выше случайного отрицательного.
Когда ROC полезна: когда классы более-менее сбалансированы или важны FPR/TPR.

6) PR-кривая (Precision–Recall): важнее при дисбалансе
PR строится по порогам:
· Recall по оси X
· Precision по оси Y
Почему PR лучше при редком классе: она фокусируется на качестве “положительных” срабатываний и не “завышается” большим числом TN.
AUC-PR (Average Precision)
Часто используют Average Precision (AP) как сводный показатель.
Правило выбора:
· Дисбаланс сильный (например 1–5% брака) → смотрим PR/AP и F1.
· Баланс нормальный → ROC/AUC тоже ок.

7) Калибровка вероятностей (calibration)
Даже если ROC/PR хорошие, вероятности могут быть “нечестными”.
Пример: модель выдаёт 0.9, но реально событие происходит только в 60% таких случаев.
7.1 Зачем калибровка
· для принятия решений по рискам и стоимости,
· для корректного выбора порога,
· для объединения моделей (энсембли),
· для интерпретации (“вероятность брака 0.8”).
7.2 Как проверять калибровку
· Reliability diagram (калибровочная кривая): группируем вероятности по биннам и сравниваем “предсказано” vs “факт”.
· Brier score:

меньше — лучше.
7.3 Методы калибровки
· Platt scaling (логистическая калибровка) — хорошо для SVM/score.
· Isotonic regression — гибче, но может переобучиться на малых данных.
· (В многоклассе — калибровка по one-vs-rest или специальные схемы.)
Важно: калибровку обучают на validation, не на test.

